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h i g h l i g h t s

• We introduce a new numerical method to calculate the drag force over an object in a viscous media.
• We confirm the experimental observation that a falling ball can lose speed.
• We can describe the drag force during the transient regime.
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a b s t r a c t

A rigid object of general shape is fixed inside a wind tunnel. The drag force exerted on it by
the wind is determined by a newmethod based on simple basic Physics concepts, provided
one has a solver, any solver, for the corresponding dynamic Navier–Stokes equation which
determines the wind velocity field around the object. The method is completely general,
but herewe apply it to the traditional problemof a long cylinder perpendicular to thewind.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Consider a rigid object facing the counter flux of a viscous fluid (air or water, for instance). The fluid velocity field around
the object (which would be uniform in its absence) is distorted by its presence. This velocity field v⃗(r⃗) can be obtained
as a function of time t by solving the so-called Navier–Stokes dynamic equations [1,2]. These equations can be written in
different forms, here we adopt a simple one

∂Ω⃗

∂t
=

1
Re

∇
2Ω⃗ − ∇⃗ × (Ω⃗ × v⃗), (1)

see for instance [3], where

Ω⃗ = ∇⃗ × v⃗ (2)
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is the vorticity field. Also, provided all speeds are small compared with the sound propagation speed in the same fluid, it
can be considered incompressible, i.e.,

∇⃗ • v⃗ = 0. (3)

Eq. (1) is already expressed in adimensional units, considering the wind speed V far from the object and some
characteristic linear dimension of the rigid object such as the diameter D of a cylinder, for instance. Together the
characteristic fluid properties ρ, its uniform density, and µ, its viscosity, these parameters can be condensed into a single
adimensional Reynolds number [4]

Re =
ρVD
µ

. (4)

This way, one can consider V in Eq. (1) as the speed unit, and D as the length unit. The corresponding time unit is D/V .
These 4 above equations determine completely the velocity or vorticity fields around the object, as functions of time,

given the proper boundary and initial conditions. Normally, the boundary condition is v = 1 far from the object along some
fixed direction, and v = 0 at the object surface. The initial condition may be (as here) the wind tunnel initially switched
off and suddenly switched on with a fixed value V (or Re, impulsive switching). In this case, one has first to solve the time
independent Stokes equation ∇

2Ω⃗ = 0, obtained by taking Re → 0 in Eq. (1), in order to obtain the initial fields v⃗(r⃗) and
Ω⃗(r⃗) at t = 0. By neglecting this care with the initial fields, one obtains spurious transient fields just after t = 0, while the
steady-state final regime is not reached [5]. Nevertheless, it is important to emphasize that Eq. (1) is valid for any Re.

What is not explicit in the above equations is how to determine the drag force the wind exerts on the fixed object. In
general, the drag force may be obtained by two different types of methods. There are extrinsic methods, where the force
exerted by the fluid on the body may be evaluated directly from the external force needed to hold the body onto the given
trajectory (see, for example, [6]), and intrinsic methods, where the force exerted by the fluid on the body may be derived
from the equations of fluid mechanics and evaluated using measured flow-field quantities. An intrinsic method surpasses
an extrinsic technique, for example, by its ability to measure sectional forces and small force levels [7].

There are several intrinsic approaches [7–13] but, the traditional intrinsic way to do this is by first determining the
pressure distribution and the shear stresses and then integrating them on the object surface [14]. Alternatively, one can
obtain the drag force just through the knowledge of the fluid velocity field around the object. In both cases, an integration
on the surface of the object that involves the gradient of this field on the surface is necessary [7,15]. If themethod adopted to
solve the above equations is a numerical one on a discrete grid, the determination of the quoted gradient requires a very fine
grid near the surface, which takes a large computational effort. That is why normally researchers adopt non-uniform grids,
very fine only near the object surface, not only in order to enhance the precision in the boundary layer where the smaller
speeds require finer grids, but also when the aim is to determine the drag force. This approach unnecessarily complicates
the mathematical discretization procedures needed to translate the continuous derivatives into finite differences, besides
the further computer effort fine grids require.1

The current text introduces an alternative method to determine the drag force replacing the surface integration by a vol-
ume integration,which solves both problems commented at the end of last paragraph. Themethod is completely general and
basedonly on simple basic Physics concepts. It is describedbelow, and its validitymathematically demonstrated at Appendix
(although this mathematical demonstration is completely unnecessary, the conceptual arguments below are enough).

Consider one has a solver for the Navier Stokes equations above, providing the field v⃗ in all space at time t + δt from the
knowledge of the previous field at time t , where δt is some small time interval. Any solver can be used, the accuracy of the
method now described depends only on the accuracy provided by this solver. Imagine one replaces the rigid object by an
extra portion of fluid at time t . This extra portion of fluid is also at rest in the same way as the removed object. But it would
move from time t on. A small fluid velocity would appear at each point inside the volume formerly occupied by the object,
at t + δt . By integrating these velocities inside the quoted volume and multiplying the result by the density of the fluid,
one obtains the total linear momentum which would be transferred from the fluid to the object, a vector. This would-be
transferred momentum is compensated by the mechanical device keeping the object at rest inside the wind tunnel. Finally,
dividing this total linear momentum by δt , one obtains the force exerted by the original fluid on the object.2

In short: (I) One has the velocity field at time t around the object, with all other velocities null inside the volume formerly
occupied by the object, now occupied by the static fluid replacing it; (II) One uses the Navier Stokes equations solver in order

1 Indeed, fine grids are required not only to determine the gradient but to properly solve the boundary layer (a layer, usually very thin, near any fixed
surface in a moving stream in which shearing stresses are not negligible) and describe the general pattern of the flow. This is true even for the proposed
method in this paper. However, using our method, no change in density of the grid was performed to properly solve the boundary layer and even so, we
obtained forecasts according to experimental data.
2 The time δt in question may be chosen arbitrarily. The choice is acceptable only if the following condition is satisfied: when the time δt is multiplied

by two, the transferred momentum becomes twice as large. This condition may be attended independent of the time step used in the method to solve the
Navier–Stokes equation. In all of our tests, the δt adopted is the same as the discrete time interval used to solve the Navier–Stokes equation, i.e. the time
the wind takes to transverse 0.1 grid pixel.
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to obtain the same field at t + δt; (III) Non-null, small velocities appear inside the quoted volume; (IV) One integrates these
penetrating small velocities over the quoted volume, multiplies the result by the fluid density and divides it by δt .

It is worth mentioning why the Newtonian momentum transfer procedure is enough in our case, no convective
contributions are needed. There are two different descriptions to treat continuous fluid movements. The Lagrangian
description takes the control volume of fluid moving with the fluid, the portion of fluid inside this volume is always the
same, nothing entering or leaving this control volume. In this description, one can directly apply Newton’s law. The Eulerian
description takes a fixed and static control volume, the fluid passing through it. The relation between these two descriptions
is made through the so-called convective derivatives. The material derivative (D/Dt) applicable to the Eulerian description
is obtained by adding the quoted convective derivative (vx∂/∂x + vy∂/∂y + vz∂/∂z) to the regular time derivative (d/dt)
applicable to the Lagrangian description [16]. This extra term is just the origin for convective corrections over merely
Newtonian inertial forces. However, in our particular case, by replacing the object by static fluid, our control volume is
that of the object itself. Because the fluid is static at this precise time t , the Lagrangian and Eulerian volume controls are
exactly the same, there are no translations between them (∂/∂x = ∂/∂y = ∂/∂z = 0), therefore the convective derivative
of any quantity vanishes. That is why convective terms do not enter in ourmomentum transfer formulation. This also applies
to the case of a rotating long cylinder perpendicular to the wind treated later, the convective derivative is also null in this
case.

Moreover, our method works irrespective of the Reynolds number and flow regime (laminar or turbulent). Determining
the velocity field in the turbulent regime ismore difficult, but this by noway affects ourmethod, provided the Navier–Stokes
solver deals properly with the velocities inside tridimensional volumes.

It is also useful to mention a family of methods that may be compared with our method, the immersed boundary
methods [17,18]. The term ‘‘immersed boundary method’’ was first used by C.S. Peskin in reference to a method developed
to simulate blood flow pattern in the heart [19]. In this case, two grids are used, a fixed Cartesian for Eulerian variables
(fluid), and a movable and curved for Lagrangian variables (immersed border). The interaction between these variables was
modeled by a discrete distribution of Dirac delta.

The general idea of the method is to model the effect of boundary conditions by applying an external force. Since the
publication of original work, many variants have been proposed. For example, the immersed interface method that does not
use the Dirac delta and obtains greater order of accuracy [20–22]. Another variant present in the literature is the imposition
of boundary conditions by means of Lagrange multipliers, as in fictitious-domain method [23–25]. There is also the Physical
Virtual Model (PVM), where the presence of the obstacle is simulated by a force field [26,27]. Alternatively, onemay directly
enforce the boundary conditions using a discontinuous-Galerkin approximation [28].

The advantage of immersed boundary methods compared to methods that use boundary conditions to impose the
presence of obstacle in the fluid is the low computational effort. The disadvantage is that there is not an accuratemechanism
to impose correctly presence and action of the obstacle in the equations of fluid [29].

It is important to highlight that most results described here come from a Cartesian rectangular 400 × 200 grid
that does not fit the contour of the obstacle. Other sizes were also tested in order to estimate numerical precision.
However, our method does not preclude the use of non-uniform grids, and the boundary conditions are not triggered
by simulated interactions. Indeed, in the presence of the obstacle, the velocities and vorticities inside the volume
occupied by the obstacle are kept null, which simulates appropriately the boundary conditions.3 Without the obstacle,
this restriction is eliminated, but the grid remains the same, a Cartesian grid. In this sense, our method outperforms
the family of immersed boundary methods because it basically has the same advantage without presenting its main
disadvantages.

This text is organized as follows. In next section we show the results for the drag force on a long static cylinder,
perpendicular to the wind, inside a wind tunnel initially switched off and suddenly switched on in t = 0 with a Reynolds
number Re = 1000. After some transient time, the steady state drag force reaches a value to be compared with the
experimentally known value of the drag coefficient CD ≈ 1.0 [30–35]. The agreement with this experimental value is
excellent (see Fig. 3 discussed later). Before that, however, starting at t = 0 the drag force increases and reaches larger
values, decreasing a little bit up to stabilizing at the steady state. This behavior is the same observed in experiments as
[36–42], in particular that of a small and light falling ball which surprisingly reaches a larger speed than its final limit
speed during the transient time [43]. The explanation of this curious phenomenon resides on the gradual formation of
the von Kármán street of vortices behind the ball: While it is not yet completely formed, the drag force is smaller than
its own steady state value, allowing larger fall speeds; After the street of vortices is completely formed, the drag force
surpasses the ball weight and the ball breaks; At the end, the drag force decreases a little bit becoming equal to the ball
weight, and hereafter the limit speed remains constant. In the following section, a rotating cylinder is treated. Besides
the drag, the lift coefficient due to the Magnus effect is also determined for various angular velocities of the cylinder.
In all cases, the formation of vortices behind the cylinder is dynamically shown. Finally, the last section summarizes the
whole work.

3 This is enough in this case precisely because we do not need to calculate the gradient of the velocity field in the boundary layer.
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Fig. 1. Starting from the Stokes configuration, the wind is switched on at t = 0 with a fixed Reynolds number Re = 1000. The figure shows the result at
t = 1, when a fluid element far from the cylinder has already traveled one diameter. Just a close up of the region behind the cylinder, above the X axis, is
shown. The other symmetric vortex below is not shown.

Fig. 2. Later the configuration shown in Fig. 1, at t = 2. Vortices are still symmetric.

2. Drag force on a long static cylinder

In this section, one describes the flow over a long static cylinder immersed in a wind tunnel initially switched off and
suddenly switched on in t = 0 with a Reynolds number Re = 10004 and, then, one applies the method described in the
previous section to determine the behavior of the drag force on this cylinder.

Starting from the Stokes configuration, the wind is switched on at t = 0 with a fixed Reynolds number Re = 1000. After
a transient time, two symmetric vortices are formed behind the cylinder, a close up of one of them is shown in Fig. 1. Some
time later, they move a little bit downstream and start to become stretched along the X direction, as shown in Fig. 2.

After that, one vortex bifurcates and becomes a pair of vortices running in the same sense and repelling each other along
the X direction. Later on, so does the other vortex. Only then the aforementioned von Kármán street begins to be formed:
one vortex running clockwise slowly goes away downstream, followed by another running counterclockwise, and so on.

A completely description about the flow on a static cylinder can be found in Ref. [44]. There, the velocity field is
considered twodimensional on theplaneperpendicular to the cylinder, a traditionally adopted good approximation for these
not-so-high Reynolds numbers. The external boundary condition is a 10D×5D rectangle, measured in terms of the cylinder
diameter D. Outside this rectangle the velocity field V is considered uniform along the direction of its two parallel largest
edges. The cylinder center is located inside this rectangle at a distance 3D from the incoming wind edge and 2.5D from both
largest edges. The discretization numerical grid covering this rectangle has 400× 200 pixels, therefore each pixel is a small
1
40D×

1
40D square. The discretized time interval adopted to solve the Navier–Stokes equations is D

400V , the time wind spends
to travel one tenth of a pixel.

So, onemay nowapply the previously describedmethod to determine the behavior of the drag force on the static cylinder.
Fig. 3 shows the drag force as a function of time.

Analysis of the graph shows that the drag force on the static cylinder increases, reaches amaximum value, decreases, and
stabilizes. As expected, the same behavior of the falling ball [43] is found for this large Reynolds number, for which the long
von Kármán street of successive vortices is present. On the other hand, for small values of Re, about a few dozens, for which

4 One uses the method of successive relaxations to solve the Navier–Stokes equations [44]. However, many other methods may be used. In fact, any
resulting inaccuracy in calculating the drag force through our method is due only to the calculation of the velocity field. Our method of calculating the drag
force does not add any additional inaccuracy. Therefore, anymethodwhich uses uniform grid or not, Cartesian grid or not or in accordance with the surface
of the obstacle or not, can be chosen provided the accuracy in calculation of the velocity field is satisfactory. Moreover, the spatial grid step influences just
the method to solve the Navier–Stokes equations but does not directly affect our method to determine the drag force.



124 P.V.S. Souza et al. / Physica A 467 (2017) 120–128

Fig. 3. Drag force on a static cylinder in the wind tunnel initially switched off. It is turned on at t = 0 with a constant Reynolds number Re = 1000, which
defines the speed of the wind. The force in the direction perpendicular to the wind flow is negligible. The dimensionless drag force is plotted in terms of
the so-called drag coefficient. During one time unit the wind travels one cylinder diameter. The force increases, reaches a maximum value, decreases and
finally stabilizes, corresponding to a dynamic situation where successive vortices appear continuously, slowly going away, one running clockwise, the next
running counterclockwise and so on. The long von Kármán street is then formed. Inset shows the same in a longer time scale.

instead of the long street periodically fed with new vortices only two vortices appear and stabilize behind the cylinder, the
force does not present a maximum value before stabilization. Also, in this case the drag force is much smaller.

The existence of a transient period duringwhich the drag force reaches a value larger than its steady state is confirmed by
various experimental studies [36–42].Moreover, our results are in accordancewith known experimental data. A comparison
between the results obtained by our method and experimental data is made through the drag coefficient [14],

CD =
Fdrag

1
2ρV

2Dl
, (5)

where Fdrag is the parallel-to-the-wind component of the drag force, ρ is the density of the fluid, V is the speed of wind, D is
the diameter of the cylinder and l is the length of the cylinder. Drag coefficients aremeasured experimentally since the early
twentieth century. The drag coefficient measured at steady state for a static cylinder wasmeasured for the first time (within
the knowledge of the authors) in 1921 [30]. After that, several other similar experiments were carried out, and today it is a
known fact that for Re = 1000, CD ≈ 1.0 [31–35], whereas our method provides CD = 1.01.5

3. Drag force on a long rotating cylinder

In a different version of the problem, the cylinder rotates with constant angular speed ω. Now, the fluid velocities on the
surface of the cylinder are not null, but are equal to the speed at the surface of the cylinder, i.e., the fluid rotates with the
cylinder. The angular speed ω is measured in units such that ω = 1.0 corresponds to the magnitude of the velocities on the
surface of the cylinder equal to the speed of the wind.

Let us startwith the Stokes laminar limit (Re → 0) forwhich theNavier–Stokes equation reduces to the Laplace equation,
∇

2Ω⃗ = 0. The resulting streamlines are shown in Fig. 4.
When the original Navier–Stokes equation is solved for a fixed and large Reynolds number, say Re = 1000, the solution

shows that, after a transient time, as in the case of the static cylinder, the system cyclically stabilizes: a vortex rotating in the
counterclockwise direction appears in the region behind the cylinder and below the horizontal axis formed by its diameter,
see Fig. 5(a); then, this vortex grows and slowly moves away downstream; after some time, a second vortex appears in the
region above the horizontal axis, rotating in the clockwise direction, see Fig. 5(b); this vortex also grows and moves away;
later, a third vortex rotating in the counterclockwise direction begins to form in the region below the horizontal axis, see
Fig. 5(c); and this process repeats again and again.

The method to determine the behavior of the drag force, presented in Section 1, may now be applied to the case of the
rotating cylinder with one difference: the volume occupied by the cylinder is initially filled by fluid moving exactly as the
cylinder, i.e., rotating as a rigid body at time t . Then, starting from this configuration, the flow evolves up to t + δt .

5 We obtained a similar result (CD ≈ 1.0) using another two grid resolutions. For a grid with (800× 400) pixels, we obtained CD = 1.02, while for a grid
with (360 × 180) pixels, we obtained CD = 0.97. It shows that our method to compute the drag force inherits the same grid independence exhibited by
the underlying flow solver described before. However, it is important to highlight that if the resolution of the grid decreases too much, the numerical error
grows and may become relevant (for instance, for a grid with (200 × 100) pixels, we obtained CD = 0.73). On the other hand, if the resolution of the grid
increases, the computational effort increases too.
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Fig. 4. Streamlines for Stokes’ configuration (Re → 0), when the cylinder rotates clockwise with (a) ω = 0.1 and (b) ω = 0.5. The rotation of the cylinder
results in the breakdown of the axial symmetry. As the angular speed increases, the lines are deformed, as expected. The wind goes from left to right.

Fig. 5. Starting with Stokes’ laminar configuration for the clockwise rotating cylinder, the wind is switched on at t = 0, with a fixed Reynolds number
Re = 1000 andω = 0.5. After a transient time, the velocity field changes continually and periodically. Figure (a) shows a vortex that has just formed behind
the cylinder, rotating in the counterclockwise direction. It then moves away to the right. Some time later, another vortex is formed behind the cylinder,
rotating in the clockwise direction, figure (b). Later, figure (c), the velocity field returns to the configuration observed in figure (a). The whole process is
periodically repeated. At this fine scale close to the cylinder back side, the behavior is the same observed in the case of a fixed cylinder. However, behind
this region there is a long von Kármán street of already previously formed vortices, now bended downwards in this slowly rotating case considered here.

In this case, due to rotation, the force on the cylinder has a non zero component in the direction transverse to the wind.
The components of the force on a cylinder that rotates with ω = 0.1 are shown in Fig. 6, where the forces are expressed in
terms of drag and lift coefficients. As the drag coefficient, the lift coefficient is an adimensional coefficient widely used in
fluid dynamics and defined as [14]

CL =
Flift

1
2ρV

2Dl
, (6)

where Flift is the transverse-to-the-wind component of the drag force. The emergence of the transverse non-zero component
is due to an asymmetry in the boundary layer separation, triggered first near the bottom of the cylinder (as in Figs. 4 and 5,
the cylinder is considered to rotate clockwise). This is a clear manifestation of the well known Magnus effect [14].

As a net result, the von Kármán street as a whole is deflected downwards, explaining the non null average in Fig. 6, curve
(b), and Fig. 7, where lift coefficients as a function of time for various small angular speeds of the rotating cylinder are shown.
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Fig. 6. The drag force on a rotating cylinder inside the wind tunnel with Reynolds number Re = 1000, and ω = 0.1. The drag coefficient (a) shows
the same behavior as before, in the case of fixed cylinder. During the transient stage, the lift coefficient (b) also increases, reaches a maximum, and
decreases. However, this component does not stabilize. Instead, it oscillates around a non null mean value. The oscillation is due to the alternate formation
of counterclockwise and clockwise vortices, being a signature of the von Kármán street. For small values of Re, up to a few dozens, both components of the
drag force do not oscillate, a signature of the absence of successive vortices.

Fig. 7. Lift coefficients as a function of time, for various small angular speeds of the rotating cylinder with Re = 1000: (a) ω = 0.1; (b) ω = 0.2;
(c) ω = 0.3; (d) ω = 0.4; and (e) ω = 0.5. After the transient stage, the Magnus force oscillates around a non null average value.

The oscillations are due to the appearance of successive vortices spinning in alternate senses, forming the street. Close to the
cylinder, a counterclockwise vortex pushes it downwards, subtracting an extra force from the average value, see Fig. 5(a)
corresponding to a minimum of the Magnus force in Fig. 6, curve (b). A clockwise vortex, see Fig. 5(b), pushes the cylinder
upwards, adding an extra force to the average, corresponding to a maximum of Fig. 6, curve (b). It is interesting to observe
that the drag coefficient also oscillates, hardly visible in Fig. 6, curve (a) (see also Refs. [5,45]).

For larger angular speeds (ω ≈ 2.0), it is known that the street of vortices tends to disappear [46–52]. Fig. 8 shows the
behavior of the lift coefficient for some values of ω larger than before. Our results indicate that, for angular speeds larger
than ω ≈ 1.0, the high-frequency oscillations related to the sequence of successive vortices are attenuated as the angular
speeds increases and tend to disappear for angular speed values close to ω ≈ 2.0, replaced by much-smaller-frequency
oscillations.

4. Final remarks

In this paper, we introduce a newmethod to determine the dynamic behavior of the drag force acting on an object inside
a wind tunnel.

Using this method, it was revealed that, in the case of a static cylinder, the drag coefficient increases, reaches amaximum
value, decreases and stabilizes. This behavior agrees with the experimental results presented in various Refs. [36–43].
Moreover, the drag forces we found are in excellent agreement with known experimental data. These two facts attest the
validity and effectiveness of the method.
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Fig. 8. Lift coefficients as functions of time, for various angular speeds of the rotating cylinder with Re = 1000: (a) ω = 1.0; (b) ω = 2.0; and (c) ω = 2.4.
When ω ≈ 2.0, the high-frequency oscillations are replaced by much-smaller-frequency oscillations, due to the absence of the von Kármán street.

In the case of a slowly rotating cylinder, the drag coefficient behaves in the same way as in the case of the static cylinder.
However, the lift coefficient is not null: it grows, reaches amaximum, decreases and fluctuates around a non null value. This
is a clear manifestation of the well known Magnus effect [14]. Moreover, also in this case, the method is even capable of
identifying a transition scheme where the von Kármám street of vortices disappears as the angular speed increases.

The method is simple, because it requires no knowledge about the pressure distribution and the shear stresses or the
gradient of the fluid velocity field on the object surface. No approximation is used (except the numerical grid discretization)
and no convective correction is necessary. The method is also applicable to objects of general shape.
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Appendix. A mathematical proof of the validity of the method

In this appendix, we demonstrate mathematically the validity of the method described in Section 1.
The object (cylinder or any other) inside the wind tunnel is fixed there by some mechanical device exerting a force −F⃗

on it in order to counterbalance the fluid drag force F⃗ . At time t one can imagine the object replaced by fluid, also at rest.
Now, the extra portion of fluid would move. A fluid element d3r inside the former object volume will suffer a force df⃗ (r⃗)
exerted by the rest of fluid around it, and thus would acquire a velocity δv⃗ after a small time interval δt . Newton’s law

df⃗ (r⃗) = ρ d3r
δv⃗

δt
, (7)

can be applied, where ρ is the fluid density.
In order to avoid this extra movement keeping the extra portion of fluid at rest, some ‘‘magical’’ device must exert a

second force −df⃗ (r⃗) on the fluid element d3r . Considering the whole extra volume also at rest, one can determine the
resultant force this ‘‘magical’’ device must exert on the whole volume Vob formerly occupied by the object

− F⃗ = −


Vob

df⃗ (r⃗) = −ρ


Vob

d3r δv⃗

δt
. (8)

Now, this ‘‘magical’’ device becomes not magical at all, it is just the same already quoted mechanical device fixing the
object inside the wind tunnel. Therefore, the drag force exerted by the fluid on the object is

F⃗ = ρ


Vob

d3r δv⃗

δt
, (9)

equation which defines our method.
Note that the imagined replacement of the object by static fluid is made only at the time t , no velocity differences appear.

In other words, the above equation is exactly the result of Newton’s law as applied to the object. No error, no approximation.
Only one source of inaccuraciesmay appear: the adopted time interval δt is not infinitesimal, itmust be chosen small enough
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in the same standards as the also finite time interval adopted by the numerical method used to solve the Navier–Stokes
equation. Therefore, the possible inaccuracies of ourmethod to calculate the drag force come exclusively from the numerical
method adopted to solve the Navier–Stokes equation. These possible inaccuracies are of course controllable.
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